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High efficiency isolation of cells or particles from a heterogeneous mixture is a

critical processing step in lab-on-a-chip devices. Acoustic techniques offer

contactless and label-free manipulation, preserve viability of biological cells, and

provide versatility as the applied electrical signal can be adapted to various scenar-

ios. Conventional acoustic separation methods use time-of-flight and achieve sepa-

ration up to distances of quarter wavelength with limited separation power due to

slow gradients in the force. The method proposed here allows separation by half of

the wavelength and can be extended by repeating the modulation pattern and can

ensure maximum force acting on the particles. In this work, we propose an opti-

mised phase modulation scheme for particle separation in a surface acoustic wave

microfluidic device. An expression for the acoustic radiation force arising from the

interaction between acoustic waves in the fluid was derived. We demonstrated, for

the first time, that the expression of the acoustic radiation force differs in surface

acoustic wave and bulk devices, due to the presence of a geometric scaling factor.

Two phase modulation schemes are investigated theoretically and experimentally.

Theoretical findings were experimentally validated for different mixtures of poly-

styrene particles confirming that the method offers high selectivity. A Monte-Carlo

simulation enabled us to assess performance in real situations, including the effects

of particle size variation and non-uniform acoustic field on sorting efficiency and

purity, validating the ability to separate particles with high purity and high resolution.

Published by AIP Publishing. https://doi.org/10.1063/1.5001998

I. INTRODUCTION

Acoustic manipulation can be used in a label-free, non-contact, and non-invasive manner to

concentrate,1 assemble in patterns,2–5 and sort6–11 microparticles and living biological cells.

This type of manipulation relies on the acoustic radiation force12–15 to drive particles towards

the pressure nodes or antinodes of a standing wave acoustic field. Numerous strategies are

available to acoustically manipulate and sort microparticles and cells.1,2,4,5,8,11,16–20 For

instance, single transducer half-wavelength resonator devices are employed to focus and enrich

particles, but are limited to trapping in a fixed defined location within a device.1 Multiple fre-

quencies excitation of a single transducer alleviates the problem of single patterns at the

expense of reduced focusing efficiency.21 In multi-transducer bulk devices, the control of the

trapping position can either be achieved by a carefully designed matching layer2,4,22 or by cal-

culations of the required phase and amplitude of the transducers’ signals,23,24 providing thereby

the possibility to pattern any user-specified pattern in 2D25 or even in 3D.26 Surface acoustic

wave (SAW) devices offer flexibility, as no matching layer or complex design is required to
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achieve patterning by frequency or phase control, and such devices can produce one-dimen-

sional,3,5,18,27–32 two-dimensional,3,5,33,34 or three-dimensional35 patterns.

Microparticles introduced in an acoustic field act as scatterers. The incident and scattered

acoustic fields result in a second-order time-averaged primary radiation force.12–15,36 The analy-

sis of the acoustic radiation force dates back to the work of King,12 where the treatment of

both standing and traveling acoustic fields was carried out on incompressible spheres, much

smaller in size than the wavelength of the field, at the Rayleigh scattering limit.15 Yosioka and

Kawasima13 extended this discussion by introducing compressibility of the spheres. These

results were summarized and reformulated by Gorkov14 and a compact equation for the acoustic

radiation force in standing wave fields was provided as a gradient of the acoustic potential.

Recently, Settnes and Bruus15 included viscosity of the surrounding media in the analytical

treatment and found this contributed significantly to the magnitude of forces arising from travel-

ling waves. Particles generally have positive acoustic contrast factor, and therefore, when sub-

jected to an acoustic standing wave, they experience a force that steers them towards the pres-

sure node.11,15,36 Some materials such as air bubbles and lipid vesicles have density and

compressibility values that result in a negative contrast factor, which means that these objects

agglomerate at the pressure antinodes.17 Thus, a separation occurs if particles with acoustic

contrast factors of different signs are present.16,17

Many acoustic sorting methods achieve particle or cell separation either by travelling

waves37,38 or by generating a standing wave field inside the active area of the device.9,39,40 The

difference in time-of-flight of particles due to the acoustic-viscous force balance has been uti-

lized for continuous sorting first by the group of Feke41,42 for size-based separation, followed

by compressibility-based sorting of particles.43 Increasing the frequency of the field, transducer

dimensions and therefore the device size can be reduced and successful sorting can be achieved

in microfluidic devices.11,39,44 The Huang group showed that the efficiency of sorting can be

increased by inclining the transducer at a specific angle to the flow direction9 and the method

was applied for the isolation of circulating tumor cells.45 In recent years, dynamic acoustic

approaches, where the time-averaged radiation force changes with time, have gained increasing

interest for particle manipulation, and specifically for sorting.46 In its simplest form, the trans-

ducers can be switched on/off providing actuation for fluorescence-activated cell sorting

(FACS) techniques.47–50 Switching the frequency between normal modes of resonance within a

device allows sorting of particles.51,52 This frequency mode switching technique has been fur-

ther extended from binary separation to multichannel sorting in a surface acoustic wave

device.8,53

Phase modulation has been used to align particles at different locations within a microchan-

nel in 1D,27,54 to ultimately achieve cell coculture55 or to move them in a programmable man-

ner in 2D trajectories, such as circular patterns.56 Bernard et al. utilised acoustic streaming

combined with phase shifting to obtain translation and rotation of particles and cells.57

Controlling both the transducer power and phase, 3D trapping and translation of cells could be

achieved.58 Selective spatial trapping was obtained by pulsed surface waves, where the trap

location can be translated using frequency modulation or phase shift.59

The separation of heterogeneous mixtures using phase patterns has been presented for a

bulk device,20 by cycling a linear phase modulation to achieve sorting. Initially, the particles

are trapped at the pressure nodes before the phase of one transducer is linearly modulated,

resulting in a lateral (perpendicular to the flow) movement of the pressure nodes. The particles

follow the movement of the nodes, against the viscous force.23 An optimal choice of the rate of

phase shift provides separation for particles of different size or density.20 In this way, the time-

of-flight of particles can be exploited in phase-modulated fields and the patterning tech-

nique27,54 can be extended into sorting. Our method allows the particles to be located at differ-

ent nodes after separation. The separation distance is half of the wavelength, double that of the

quarter wavelength separation distance usually demonstrated by standing SAW or resonator sys-

tems.10,16 Furthermore, in these time-of-flight systems, the force distribution varies sinusoidally

within the channel, therefore limiting separation power. We demonstrate that by applying a
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specific phase pattern, the force can be kept maximum for a longer time, promoting sorting.

Finally, the terminal particle position can be selected,27 allowing greater flexibility in recovery.

In this paper, we investigate and compare two phase modulation schemes for particle

manipulation using an on-chip microfluidic surface acoustic wave (SAW) device. The first mod-

ulation scheme straightforwardly cycles the phase linearly from 0� to �360�, while the second

method introduces phase jumps at the beginning and the end of the cycle. A novel analytical

approach has specifically been developed, which provides the acoustic radiation force and parti-

cle trajectories in a surface acoustic wave device. This shows a different form of contrast factor

compared with the one in bulk acoustic wave devices due to the combination of the two

inclined travelling waves inside the channel. Finally, particle sorting efficiency and purity are

computed and compared by investigating how the particle trajectories are affected by the acous-

tic pressure variations in the microchannel and the tolerance in particle size.

II. MATERIALS AND METHODS

A. Working mechanism for particle manipulation and experimental setup

The particle manipulation device using SAWs is shown in Fig. 1(a). The device is built

from two identical interdigital transducers (IDTs) with a polydimethylsiloxane (PDMS) micro-

channel located symmetrically between them.8,11,44,60,61 The mechanism of particle manipula-

tion based on phase-shifting of an acoustic standing wave is illustrated in Figs. 1(b)–1(d). Two

sinusoidal electrical signals of the same frequency are applied on the IDTs but they are phase

shifted from each other. This configuration generates two counter propagating travelling SAWs

on the piezoelectric substrate,18 as shown in Fig. 1(b). When the travelling waves reach the

PDMS microchannel filled with a liquid (water), the SAW waves are converted to leaky SAWs

FIG. 1. (a) The microfluidic manipulation device used in the experiments comprising the lithium niobate substrate with the

IDTs and the PDMS microchannel. (b) Schematic showing the operating principle of a SAW device. The transducers create

two counter travelling surface acoustic waves that convert into LSAW at the liquid-substrate interface and radiate into the

liquid as inclined longitudinal waves. (c) When the phase difference between the two transducers is zero, particles agglom-

erate at the node. (d) When the phase difference between transducers is changed, the pressure node moves and the particles

move along with it. Here, the case for 90� phase difference is shown.
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(LSAWs) along the surface18,62–66 and two beams of bulk acoustic (longitudinal) waves

(BAWs) are thus created in the fluid.18 The horizontal component ky of the BAW wave vector

k must be equal to the wavenumber of the surface acoustic wave in order to satisfy the bound-

ary condition at the lithium niobate-water interface.18 Consequently, the BAW propagates with

an angle of radiation with respect to the wall, as hr ¼ sin�1 cf=cs

� �
, called the Rayleigh angle,

where cf. and cs are the speed of sound in the fluid and on the surface of the substrate. The two

inclined BAW travelling waves interfere with each other and form an acoustic standing wave

along the horizontal direction inside the fluid [Fig. 1(b)]. The resulting standing wave field has

been utilised to trap microparticles suspended in the medium as illustrated in Fig. 1(c). When

the phase of one IDT is changed, the standing wave pattern shifts laterally and microparticles

can be translated as shown in Fig. 1(d).

The experimental setup is comprised of the device mounted on printed circuit board,

syringe pumps (World Precision Instruments, Sarasota, USA), a signal generator (TG5012A;

Aim-TTi, UK), and power amplifiers (ZHL-1-2Wþ; Mini-Circuits, UK). The appropriate phase

pattern and signal parameters were uploaded to the signal generator via a general-purpose inter-

face bus connection using LabView (National Instruments, UK). The device was mounted on a

microscope (Olympus BX51; Olympus, UK), and the particle trajectories were recorded with a

camera (Orca Flash 2.8; Hamamatsu, UK) at a rate of 80 fps.

For all the experiments and force measurements, the following initial protocol was per-

formed. The two transducers were activated using a 13.3 MHz, 23 Vpp sinusoidal signal with a

phase difference that results in two nodal lines located symmetrically with respect to the center

of the channel. The channel had a width of 240 lm, height of 50 lm, and a length of 2 cm, trap-

ping the particles in a single layer in the z direction. The flow was only used to drive the par-

ticles into the PDMS channel and to align them at the upper nodal line. The flow was then

stopped and the particles stayed trapped at the pressure node. Particle trajectories experiments

were carried out for 3 mixtures of two sets of polystyrene particles of diameter 15 and 10, 6

and 4.5, and 6 and 5 lm, respectively, at the concentration of 106 particles/ml. This concentra-

tion was chosen to avoid the formation of particle clumps and to have sufficient distance

between particles to neglect interparticle forces. Experiments were repeated 10 times for each

mixture.

Details concerning the device fabrication and additional geometrical parameters can be

found in the supplementary material.

B. Phase-modulated waveform for particle separation

To separate particles by dynamic acoustic phase modulation, the nodes are swept along one

direction by a cyclic repetition of the phase shifted excitation pattern applied to the transducers

or IDTs.20 The moving nodes generate forces on the particles that are opposed by inertia and

viscous forces. This interplay of forces induces different trajectories on different particles and

leads, under suitable conditions, to particle fractionation.20,67 In a system where particles

agglomerate at the acoustic nodes, only the large particles experience a strong enough acoustic

force and will follow the nodes shifting via the modification in phase.

Figure 2 shows two phase modulated signals that are used to separate particles by size.

Figure 2(a) shows the case where the phase varies linearly from 0� to �360�, while, in Fig.

2(b), the phase changes from �90� to �270�, during a period denoted by tramp. Changes up to

�360� or �450� can also be induced in the second case. A steady zero phase shift period fol-

lows for a time duration defined as trest, allowing the particles to relax towards the nearest

nodes. In Fig. 2(b), we exploit the sinusoidal spatial variation (of period k/2) of the acoustic

radiation force.5 As illustrated in Fig. 2(c), the acoustic radiation force is zero at the acoustic

nodes and antinodes placed at 0, k/4, k/2, and 3k/4, with maximum force amplitudes at k/8 and

3k/8. From this, we deduce that a faster sorting can therefore be envisaged by forcing the par-

ticles to lag the force pattern by k/8, experience maximum force, and move at maximum veloc-

ity at all times. Since a k/8 distance corresponds to a 90� phase lag, the phase should be
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modulated from �90� to at least �270� [Fig. 2(b)]. The time tslope defines the rate of phase

shift as s ¼ 2p=tslope.

C. Analytical particle trajectories

The acoustic radiation force, Fac,y, which is exerted in the direction perpendicular to the

axis of the channel, in a surface acoustic wave device due to phase modulated acoustic fields,

can be expressed as follows15,27,68 (see details in the supplementary material):

Fac;y ¼ �
4pR3

3
Eacky/sin 2kyy� s t� tsð Þð Þ ¼ �cacsin 2kyy� s t� tsð Þð Þ; (1a)

/ ¼ f r
1 þ

3

2
f r
2

k2
y � k2

z

k2

� �
; (1b)

Eac ¼
p2

0

4q0c2
0

; (1c)

where Eac is the acoustic energy density and / the acoustic contrast factor. R is the particle

radius, and q0 is the density; p0 is the pressure amplitude; c0 is the speed of sound in the

FIG. 2. Phase pattern with a modulation (a) from 0� to �360� and (b) from �90� to �270�, illustrating the method as well

as the different characteristic times involved. (c) Position of the particles corresponding to time instants I, II, and III in sub-

figure (a) or (b). (c)/I. Particle trapping at the beginning of sorting. (c)/II. At the end of ramping period, small particles and

large particles are located above and below the antinode, respectively. (c)/III. The two types of particles relax to different

nodal lines by the end of the resting period. (d) The distribution of the acoustic radiation force (orange curve and arrows) in

the microchannel at phase 0�.
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medium, s is the rate of phase shift, and ky and kz are the wavenumbers in the horizontal and

vertical direction, k2 ¼ k2
y þ k2

z . The terms f r
1;2 refer to the real part of the constant f1 or f2,

respectively.15 The particle size is much greater than the viscous boundary layer thickness;15

therefore, f r
1 ¼ 1� ~j and f r

2 � 2ð~q � 1Þ=ð2~q þ 1Þ with ~j and ~q being the compressibility and

density ratios of the particle and the fluid. Constants were collected in a single variable cac.

Particles with positive contrast factor (1b) agglomerate at the pressure nodes while the particles

with negative contrast factor accumulate at the antinodes of the standing wave field.

Importantly, the presence in Fac,y of the scale factor, which is the second term of contrast

factor (1b), is the result of the standing wave formed as a combination of the two inclined trav-

eling waves within the PDMS channel. This term does not appear in the expression of the force

for a bulk device (details in supplementary material). From the angle of propagation due to the

lithium niobate/water interface, this scale factor is ðk2
y � k2

z Þ=k2 ¼ 0:704. Since the phase modu-

lation is much smaller than the frequency, s� x, the phase directly appears in the force pat-

tern (1a), as shown in supplementary material.

In addition to the acoustic radiation force, the moving microparticles are also subjected to

Stokes’ drag force,69,70 Fdrag ¼ �6pgmediumR _y ¼ �cvisc _y, where gmedium is the dynamic viscosity

of the fluid and _y is the relative velocity between the particle and the fluid in the transverse y
direction. Solving the differential equation of motion using the inertial approximation,71 the par-

ticle trajectories can be described by the exact analytical equation27 (details in the supplemen-

tary material)

y tð Þ ¼ s t� tsð Þ
2ky

� 1

ky
tan�1

c� Qtan Q
2

c1 � tð Þ
� �
s

" #
; (2)

with Q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
s2 � c2

p
and c ¼ 2kycac=cvisc. The constant c1 can be determined from the initial posi-

tion of the particle. The inverse tangent function is taken to be monotonic during the ramping

time, tramp. For the constant phase shift from 0� to �360�, the start of the phase shift is zero

(ts¼ 0). For the phase shift starting from �90�, the start of the phase shift is ts ¼ �tslope=4.

The particle trajectories during the resting time can be described by the simpler equation36

y tð Þ ¼ 1

ky
tan�1 c2 exp �ctð Þð Þ; (3)

where c2 can be obtained from initial conditions. Since we defined the origin at the position of

the pressure nodes, the equation has a negative exponential. Using (2) and (3) appropriately,

any particle trajectory can be anticipated for either the continuous phase shift (0� to �360�) or

for the �90� phase jump modulations. Wall effects were included in the analytical trajectories

by the use of a viscosity correction factor.72

D. Monte-Carlo simulation of particle sorting efficiency and purity

The analytical expression of the particle trajectories allows for fast simulation of particle

behaviour in the device as a function of particle size and acoustic energy density. Using a

Monte-Carlo simulation, these particle trajectories can be used to calculate a theoretical sorting

efficiency and purity within the device.73,74 The number of small and large particles at the

upper and lower node is counted at the final point of the trajectories. The sorting efficiency20

and purity20 are defined as

efficiency ¼ number of large particles in target region

total number of large particles
; (4)

purity ¼ number of large particles in target region

number of particles in target region
: (5)
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For the energy density, the mean value and standard deviation are taken from the force measure-

ment (technique similar to an already published method,22 details in the supplementary material)

results. Particle size mean value and standard deviation are provided in the datasheet. Gaussian

distributions are assumed for both energy density and particle size. Particle trajectories are calcu-

lated ten thousand times for both the small and large particles. For each case, a new random

acoustic pressure and particle radius are chosen according to the Gaussian distributions.

III. RESULTS AND DISCUSSION

A. Analytical simulation and experiments on particle trajectories

The particle trajectories are investigated analytically and experimentally with the two dif-

ferent phase modulation schemes outlined in IIb above. The acoustic radiation force (1) scales

with the volume of the particle (R3) and the fluid drag force depends linearly on the particle

radius (R). Larger particles experience a higher acoustic radiation force Fac,y, than smaller ones,

but only a linear increase in drag force; therefore, under suitable conditions, particles of differ-

ent sizes can be sorted.75

1. Linear phase modulation: 0� to 360�

The effect of the ramping time, tramp, was first investigated, as it controls the translational

speed of the nodes and therefore has a direct effect on the radiation-viscous force balance and

the particle trajectories (Fig. 3). Short ramping times result in fast movement of the nodes.

Consequently, the viscous force is high and prevents the particles from following the moving

nodes. At the rest time, trest, they have time to relax towards their initial positions [Fig. 3(a)].

For long ramping times, all the particles experience less drag force, follow the slow movement

of the nodes and are translated to the next pressure node [Fig. 3(b)]. Only with an intermediate

value of the ramping time will the particles of different diameters reach different pressure nodes

and be separated [Fig. 3(c)].

The combined effect of ramping and resting times on particle sorting was analysed by sim-

ulating the particle trajectories as in Figs. 3(a)–3(c), and the measure of separation was taken as

the distance between the two particle trajectories at the end of trest. The main parameter

influencing separation is the ramping time. The resting time has no significant effect on particle

motion except at small values (<0.7 s).

2. Phase jump modulation: �90� to at least �270�

For the phase jump modulation scheme starting at �90� [Fig. 3(b)], the large particles

entirely determine tslope. The balance of radiation and viscous forces gives the maximum particle

velocity as v ¼ cac=cvisc. Since half-wavelength displacement would happen after 2p phase shift,

the slope time can be readily obtained as k=2ð Þ cvisc=cacð Þ, where both cvisc and cac are calculated

for the large particle. Figure 4 shows the effect of stopping the phase ramp at different phase val-

ues, ranging from �270� to �450�, and therefore duration times. For the phase modulation �90�

to �270� [Fig. 4(a)], tramp is half of tslope, and therefore, the large particles travel exactly one

quarter of the wavelength and are in an unstable state at the antinodes [Fig. 2(c)]. For modula-

tions stopping at �450� or more [Fig. 4(c)], when tramp is at least tslope, although the large par-

ticles travel to the next node rapidly (0.85 s), the small particles get displaced by a further 15 lm

and require additional time to settle at the node (1.3 s). For a modulation pattern from �90� to

�360� [Fig. 4(b)], with ramping time tramp ¼ 3=4 � tslope , the sorting is slightly longer (1.1 s) but

the small displacement of smaller particles should lead to higher purity.

3. Experimental particle trajectories and comparison of the two phase modulation

schemes

To obtain comparable experimental results, the same value of tramp was used in both phase

modulation schemes. Figure 5 compares the analytical and experimental particle trajectories for
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particles of different diameters and includes micrographs of the separation process. After the

particle movement had been recorded, the Tracker software76 was used to obtain the individual

particle trajectories. Each data point in Fig. 5 is the average of at least 5 experiments, and the

error bars correspond to the standard deviation. We note the excellent agreement between ana-

lytical and experimental results for all experiments and particle sizes. When the particle diame-

ter ratio is 1.5 [Figs. 5(a) and 5(b)], the maximum displacement of small particles with the

�90� to �360� phase modulation method is up to 60% less than for the 0� to �360� modula-

tion, offering more stable separation. Moreover, the small particles reach their equilibrium posi-

tion in 0.5 s (instead of 1.3 s), therefore providing shorter possible time scales for sorting appli-

cations. Even at a smaller diameter difference (5 and 6 lm), the particles can still be

differentiated by both modulation schemes with similar performance [Figs. 5(c) and 5(d)].

B. Validation of the analytical equation for particle trajectories

To confirm the validity of the inertial approximation (m€y ¼ 0) and the analytical equation

of particle trajectories, a comparison with a direct numerical solution was performed. The

numerical model implements the Euler-method (details in the supplementary material text) for

FIG. 3. Effect of different ramping and resting time parameters on 15 and 10 lm polystyrene beads for separation in the lin-

ear phase modulation regime. Green solid line and orange dashed line denotes 15 lm and 10 lm particle trajectories,

respectively. Blue dash-dot line corresponds to the position of the pressure node. (a) The ramping is fast, resulting in the

particles staying at their initial position, (b) The ramping is slow, resulting in the particles translating to the next node, (c)

The ramping time is appropriate to achieve sorting, (d) Quality of the sorting for different ramping and resting time for 15

and 10 lm particles, illustrating the three different modulation schemes: fast modulation (a), slow modulation (b), and time

modulation allowing separation (c). Yellow color denotes no difference in final particle position (no separation), green

color corresponds to k/2 difference (separation). Intermediate colors correspond to separation distances as shown by the

color bar.

054115-8 Simon et al. Biomicrofluidics 11, 054115 (2017)

ftp://ftp.aip.org/epaps/biomicrofluidics/E-BIOMGB-11-001706


solving the original differential equation of motion containing also the inertial term m€y. Both

the 0� to �360� and the �90� to �360� phase modulations were investigated. The numerical

and analytical particle trajectories were generated using the frequency 13.3 MHz and the pres-

sure amplitude 96 kPa, an exhaustive list of used parameters is presented in Table I in supple-

mentary material.

The results of this comparison for 15 and 10 lm polystyrene particles trajectories under lin-

ear and jump phase modulations are shown in Fig. 6. Excellent agreement between the numeri-

cal and analytical models can be observed (all R2 values above 0.9999), and the difference in

position is less than 0.2 lm at any given time, validating the inertial approximation (m€y ¼ 0)

for phase modulated fields. Therefore, the analytical equations of motion (2) and (3) can be

used to generate particle trajectories for phase modulated acoustic fields at high computational

speed.

C. Efficiency and purity in particle sorting applications

Making use of the previous validation of the analytical equations and their high computa-

tional speed, particle efficiency and purity in sorting applications were further investigated

using Monte-Carlo simulations. These simulations attempt to describe real-life experiments in

which the particle sizes are not all exactly equal to their normal value. The particle mean sizes

and standard deviations are given in Table I.

Based on the acoustic radiation force measurements for 23 Vpp input voltage, the mean

value of the acoustic pressure amplitude was found to be 96 kPa with a standard deviation of

10 kPa. The simulations were performed for 3 sets of polystyrene particles: 10–15, 5–6, and

4.5–5 lm with particle ratios of 1.5, 1.2, and 1.11, respectively. Ten thousand small and large

particle trajectories were analysed for 20 different possible tramp values. Figure 7 shows that

with increasing ramping time, efficiency increases, but purity decreases, which is due to an

FIG. 4. Effect of different modulation times on sorting for 90� phase jump method. (a) The phase is modulated from �90�

to �270�, (b) from �90� to �360�, and (c) from �90� to �450�.
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increased number of small particles being transported together with the large particles.

Comparing the 0� to �360� and �90� to �360� methods, for lower tramp times (faster sorting),

the jump method offers up to 10% better sorting efficiency, with the purity being comparable.

For higher tramp times (slower sorting), the linear phase modulation method offers up to 5% bet-

ter purity while the efficiency remains similar for all particle mixtures. Generally, higher effi-

ciency and faster sorting can be achieved using the �90� to �360� method while the linear

phase modulation offers better purity. We can use the value of equal efficiency and purity as an

overall figure of merit for establishing sorting. Both 10–15 and 5–6 lm sorting return high val-

ues, around 90% and 75%, respectively. Figure 7(c) shows that when the difference is less than

FIG. 5. Experimental and analytically derived particle trajectories for (a) and (b) 15 and 10 lm, and (c) and (d) 6 and 5 lm

diameter polystyrene particles. Left column (a), (c) corresponds to jump modulation (�90� to � to �360�), right column

(b), (d) is the continuous linear modulation scheme. Dashed line denotes analytical trajectories, and dots and error bars

denote experimental results. (e)–(g) Micrographs showing the separation process for continuous linear modulation scheme

for 10 and 15 lm particles, (e) at t¼ 0 s, (f) after the ramping period, at t¼ 0.64 s, and (g) at the end of the sorting cycle,

t¼ 1.64 s. Dashed blue lines denote the position of the nodes, and dashed red line shows the maximum displacement of the

small particle. Supplementary material video M1 available online.

TABLE I. Particle properties used in Monte-Carlo simulations.

Nominal diameter (lm) Mean diameter (lm) Standard deviation of diameter (lm)

4.5 4.52 0.15

5 4.97 0.06

6 5.9 0.29

10 10.1 0.7

15 15 1.05
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1 lm, the sorting becomes inefficient, as the purity drops significantly compared with the

5–6 lm mixture [Fig. 7(b)]. The overall figure of merit in this case is 65%.

IV. CONCLUSIONS

In this paper, the primary radiation force and resulting particle trajectories were first inves-

tigated theoretically for phase modulated acoustic standing wave fields in surface acoustic wave

devices. It was revealed that although behaving similarly to situations in a bulk device, a scale

factor appears in the contrast factor of the acoustic force. An inertial approximation allowed the

solving analytically of the differential equation of motion opening the way to very fast compu-

tational simulations.

Guided by this analytical model for particle trajectories, we devised sorting strategies that

allowed efficient separation for differences in particle sizes as small as 1 lm. Interestingly, this

approach can enable particle translation over long distances by iterating the shift patterns along

FIG. 6. Comparison between analytical and numerical models for particle trajectories of 10 and 15 lm diameter polysty-

rene particles for (a) continuous phase modulation (0� to �360�) and (b) the �90� to �360� phase modulation. Black lines

denote the direct numerical solution, and green circles and orange squares correspond to 15 and 10 lm analytical particle

trajectories, respectively. List of simulation parameters can be found in supplementary material.

FIG. 7. Efficiency (filled shapes) and purity (empty shapes) values plotted as a result of a Monte-Carlo simulation of sepa-

ration via the two modulation methods (continuous – disks, jump – triangles) for particle sets (a) 10 and 15 lm, (b) 5 and

6 lm, and (c) 4.5 and 5 lm.
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a microfluidic channel, in a manner similar to the tilted angle SAW.9 However, in this latter

method, the maximum displacement is limited by IDT designs, whereas in our case, it will be

limited by the dissipation of the waves within the channel, thus potentially providing a wider

capability. These approaches could be used successfully for the fast separation of target entities,

such as neuron cells, stem cells, or cancer cells in many areas of research. Due to the tunability

of our method, separation of multiple targets present within the same sample could also be per-

formed. This can be enabled either by using different phase shift cycles, including directional

control by the sign of the phase shift, or by varying the input power intensity. We are currently

investigating separation of sensory neuron cells from heterogeneous biological cell mixture for

regenerative medicine.

SUPPLEMENTARY MATERIAL

See supplementary material for details on device fabrication, analytical derivations, meth-

odology for numerical integration, and force measurement procedures. The supplementary video

shows recordings of particle movements, side-by-side for the two methods, allowing for

comparison.
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